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INTRODUCTION TO THE MONTE CARLO TECHNIQUE

_ The Monte Carlo simulation of midcourse guidance known as TAPP-II is
basically an error-analysis tool. Three of its applications are (1) the estima-

tion of accuracies after multiple midcourse correction, (2) the estimation of

~velocity requirements for midcourse corrections,. and (3) the companson of

various midcourse guidance schemes.

A Monte Carlo simulation has been chosen as the most convenient means to

" cope with the difficulties that arise in the error analysis of multiple-correction

- midcourse guidance. The necessity of handling non-gaussian distributions was

the motivation for previous simple Monte Carlo simulations, but the additional

problems involved in analyzing complicated guidance schemes and the effects of

‘errors in physical constants require a more sophisticated program.

The Monte Carlo error analysis technique is essentially an empirical

method for determining the statistical properties of the variables of interest in

a particular system. A mathematical model is used to determine the sample

values of these variables by selecting values for the random inputs that are used.

‘For each set of random inputs chosen, the corresponding outputs of the model

‘are calculated. After a large number of samples have been calculated, the

desired statistics of the outputs are computed.

The model used must be of sufficient complexity to simulate the actual sys-

. tem accurately, but it must also allow rapid calculation of many samples, since

the confidence in the results increases with the number of samples. An analytic

_.model (rather than one involving integration) is often used, since it is sufficiently

accurate for error analysis and allows rapid computation. The model may even

be linearized in stages, as it is in TAPP-IIL.

- Samples of random vanables with any des1red distribution can be generated
thh the Random Number Generator (a computer program). The independent
random variables are usually assumed to be Gaussian. Since any linear trans-

formation of a set of Gaussian variables is also Gaussian, it is possible to start

with correlated Gaussian variables instead of independent Gaussian variables.




This often substantially reduces the number of variables considered. A

program known as the Random Vector Generator produces sample sets of
correlated variables.
A convenient method of analyzing the results of a Monte Carlo simulation

is to form cumulative distributions of the variables of interest, but sample

means, variances, and correlation coefficients can also be calculated if they

are desired.




SUMMARY OF CURRENT CAPABILITIES

The Monte Carlo midcourse simulation is programmed in several sub-
routines so that changes or additions can be made easily. The current

capabilities of the program are summarized here to form a basis for the

. detailed explanations to follow.

A. CHARACTERISTI_CS OF THE CORRECTION LOGIC
» 1. A maximum of ten midcourse corrections at fixed times can be
simulated. '

2. Any type of miss for which TAPP can calculate the partial derivatives

- can be used. The only restrictions are that the miss can have no'more than

six components and no fewer than three components. Six components are suf-

ficient to fully define the trajectory, and at least three components of miss

“must be used to allow calculation of three components of correction velocity.

"~ . Critical plane corrections are not used.

3.  The correction velocity is calculated to minimize the weighted sum of
squares of the miss components remaining after the correction. This allows

calculation of corrections for more than three miss components and gives the

usual unique value when only three components are used.

4. . The execution error model consists of a bias (shutdown or control
system) error and a proportional (accelerometer or angle) error in each of

three i’nutually perpendicular directions. Errors can be correlated between

corrections. - _ S P

B. TRACKING

1. Tracking knowledge in terms of the full state vector (position, velocity,
and physical constants) is used in order to simulate the real-time process
accurately. | ' '

2. A priori knm\avledge is used in each estimate of the state vector in the

‘same manner as it would be used in real time.
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C. EFFECTS OF ERRORS IN PHYSICAL CONSTANTS

1. 'The effects of inaccurate knowledge of physical constants are included

in the trajectory calculations and, therefore, in tracking estimation.

2. Physical constants that are to be measured by tracking are included in

the state vector used in the guidance logic.

D. STATISTICS OF RANDOM VARIABLES

1. The covariance matrices used in the logic are always estimates of the

true values, and may be erroneous.

2. The covariance matrices used to generate the random variables are

the "true" values.
E. OUTPUTS

The ‘outputs of the prog‘ram are sample cumulative distributions of the
foll»bwin’g"variablAes: - . ' ST

1. Compohents of actual weightéd miss before each cor‘reiction.

2. Magnitude of actual weighted miss before each correction.

3. Magnitude of correction» vglocity actually fired at each time.

4. .‘Components of actual wejghted fin.al miss, |

5. Magnitude of actual weighted final miss.

6. Total midc‘ourse velocity actually fired.




DETAILS OF THE MIDCOURSE GUIDANCE PROBLEM

" In order to understand the model and equations used in the simulation, it
is first necessary to understand the logic of the midcourse guidance problem.
A brief description of a generalized midcourse guidance scheme is presented

here to form a basis for the explanation of the simulation.

In the description of any midcourse guidance scheme it is necessary to

make a distinction between variables that occur in the physical or "real" world

- and those that occur in the guidance logic. In all cases, the logic variables are

only estimates of the physical variables. Even the statistics used in the logic

are only estimates of the physical situation. The equations used for the physical

world simulation must be correct to the best knowledge available, but the equa-
tions used for the guidance logic need only to be identical with the ones used in

the real-time logic being simulated. That is, if inaccurate guidance equations

are used the results will still be correct for that inaccurate guidance system;

‘but if inaccurate physical equations are used the results will not be correct for

any guidance system.

The following list describes the flow of information in the generalized

midcourse guidance scheme diagrammed in Figure 1.

‘1) The injection conditions and physical constants determine the
- trajectory before any corrections are made.

2) - The trajectory parameters at the first correction time are
determined by the injection conditions and physical constants.

3) The tracking observations can be considered to be functions of

: position, velocity, and physical constants at any time along the
free-flight trajectory. It is particularly convenient, however,
to use the correction time under consideration as epoch
(reference time).

4) The tracking observations have random errors which are assumed
_ to add to the observations that correspond to the trajectory.

. 5) The tracking estimate of trajectory parameters and some physical
" constants is formed by operating on the observations.

6) The a priori estimate for the parameters at time 1 is that they
_are all nominal. : : :




1)

8)

9)

10)

1)

12)
» -1+ -they were in the first.

L13)

1)

The a priori estimate is combined with the tracking estimate to

- produce the final values on which the correction to be commanded

is based.

The midcourse guidance logic operates on the combined estimate
in order to determine the correction velocity to be commanded.
In a fixed-time logic, a correction is always fired, but in a
variable-time logic the decision may be to wait for more tracking
data before firing.

When a correction is commanded, random errors in magnitude and
direction of the firing occur.

The correction fired is the commanded correction plus the random
execution errors.,

The trajectory parameters before the second correction time are
determined by the parameters before the first correction, physical

~ constants, and the first correction.

Tracking observatlons are obtained in the second mterval Just as

Track.mg noise is again present.

The second tracking estimate is formed in the same manner as the

: f1rst

The a priori estimate of the parameters at t, is formed by using
the estimate of the parameters at t,. plus the commanded cor-

" rection as initial conditions for the period from tl to t,.

16)

The combined estimate of the parameters at t, is formed in the
same manner as at t,, and the sequence continues until the last

: poss1b1e correction time is used.
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ANALYTIC MODEL USED

A linear perturbation model is used in the simulation. The trajectory at
each time is described by the variation of a state vector from its reference

value for vthvat time.

The state vector used consists of position, velocity, and physical constants.
Station locations or any other parameters of interest can be included in the

category of physical constants (provided that they are constant at all times along

each sample trajectory).

The variation of the state vector at any time is assumed to be linearly
re_latéd to the variation of the state vector at any other time. The partial
derivatives necessary to specify this relation are calculated from a reference
trajectory, which is the result of calculating a trajectory from the reference

injection conditions with the reference physical constants. .

The word "nominal™ is not used to describe the reference trajectory, since
it tends to confuse the notation. The reference trajectory is only the basis for

linearization, and is not necessarily the "optimum™" or "correct" trajectory.

. Table 1 summarizes the syfnbois used in the Monte Carlo simulation.




X
Y
z
§X, 6Y, 6Z
6Xpq0 Y ppe 8Z4;
6Xpjr 8¥p;
6Xpyr Y,
V.

1
5V,

1

M ™M

]

fi

it

fi

o

fl

- actual values of 6X, oY,

Table 1. List of Symbols

vector of position and velocity

. vector of physical constants that are to be estimated

from tracking data

vector of physical constants that are not estimated
from tracking

variations of X, Y, Z from the reference values

and 8Z before the i-th
correction :

a priori values of 6X and 6Y for the i-th correction

estimated values of 66X, 6Y before the i-th correction

velocity commanded for i-th correction

error in executing commanded velocity

ac'tual covarian;e matrix of 68X, 8Y, 00 GZAO

-estimate of covariance matrix of GXAO’ 6.YAO

estimate of covariance matrix of §X ., OY__.
. : ‘ Pi Pi
estimate of covariance matrix of §X e OY_..
_ . ; o B Ei - Ei

egtimate of covariance matrix of GVi

" actual covariance matrix of execution errors that are
. independent between corrections -

estimated covariance matrix of execution errors that
are independent between corrections

"actual covariance matrix of execution errors that are
constant for all corrections

miss in usual units

tolerance of j-th component of M

~miss in units of tolerances

number of midcourse corrections

number of random cycles

correction number

cycle number
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EQUATIONS

The equations used in the simulation can conveniently be considered in
relation to Figure 1. In the following explanation, the equations will be

identified with the numbers of the corresponding blocks in the diagram.

1. Injection Conditions

The deviations of the actual injection conditions and physical constants from

the reference values are selected randomly with the covariance matrix ZO'

2. Deviations at Time 1

The deviation of the state vector from the reference value at each time is

assumed to be linearly related to the deviation at the previous time. For the

. first midcourse correction time

bXI X, le
.GXAI = aTO-G_XAO + 5-.?——0 GYAO +‘Tb 0 SZAO
8¥p1 = ¥y
: GZAI = SZAO
where

868X = deviations of position and velocity from the reference
. value '
8Y = deviations of the measured physical constants from

the reference values

8Z = deviations of the unmeasured physical constants
- from the reference values

The subscript A means actual (rather than estimated) value, and the
subscript i means at the i-th time (here 0 or 1).

Since the physical constants always have the same value ‘regardlress of the

time along the trajectory it may seem unnecessary to use a subscript to indicate

l'thert.ime which is being considered. The subscript is desirable, however, for




| two reasons. First, it is consistent with the necessary subscript on the position
and velocity vector. Second, the subscript emphasizes that the partials with
respect to physical constants are evaluated with the deviation acting over a
. »X
oY

3
_ : 2
at time 3 caused by a deviation in Y acting from time 2 to time 3. If the

is used to calculate the deviation in X

specific interval. For example

time subscript were not used on Y, then the partial would probably be written

X : _
as EY—3 » Which is clearly ambiguous, since the interv;l over which 6Y is

assumed to act is not specified.

3. 4. Tracking Observations

' The deviations of the tracking observations from the reference values are
assumed to be linearly related to the dev:lat:xon of the state vector and to the

j trackmg noise by the equatmn

& L e

_where -

86X

Al 0,1
+ B’ 62 + N
Al 1 Al 0,1

0,1

A 5Y

_ [®Ro,1 3Rg,y
B L el o

01 faR 0,
1 BZI

o

t
]

deviations of observation during the interval between
time 0 and time 1

]
o
"
[[]

tracking noise during the interval between time 0
and ume 1 : -

The trackmg noise is random with covariance matrix MO 1 (In the

program the observatmn deviations are not actually calculated.)
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s 5. Tracking Estimate

- The tracking estimate (indicated by the T subscript) used in the normal
weighted-least-squares estimate and is given by

6X. -1
T1| _ ,, T T
svo| (A"WA), (ATW), SR, |
&8X -1 ‘
_ 1%%ar T T
= oy, + (A"WA), (ATWB), 6Z,,
+ (ATwa ! aTw), N
HlaTwa) 1 No, 1
where
(ATWA)“_ iAo',”l)T W 20,1
o g 1 0,1 1

the weighting matrix for the observations from
time 0 to time 1

=
;

(ATW')l and (ATWB)1 follow the same simplified notation used ih (ATWA)I.
The usual least-squares estimate of orbit parameters uses the beginning of
the tracking interval or some earlier time as epoch. For the midcourse simu-
. Jation, however, it is convenient to have epoch at the end of the tracking interval,
that is, at the correction time being considered. One way to accomplish the
| epoch shift is to update the normal matrix before calculating the estimate,

equation used for updating the normal matrix is (Reference 4).

The

; ’_ N ‘ -1' .
o r 2%, [ ax, |7 ax,
 @Tway-bis PR PRed i
- i E i -
Lot .
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g . B " The equations for updating the noise effect covariance matrix
i-1,i i-1,i

(A WI_VIWA)i_1 to (ATWMWA) and for updating the physical constant

i
~ E . i=l,i S O 0 Ny
effect matrix (A~ WB) to(A” WB) _ ““have the same form.

X

6. The a priori estimate GYPI

for the deviations at the end of the tracking
Pl T

period is zero, since the mean of the distribution is the best estimate in the
absence of tracking data. The covariance matrix of this estimate is simply the

injection covariance matrix updated to time 1, and is given by the equation

C Tt Lo,
whei'é | | |
. 2%, X, |
- Q ; = 8%, axor
.0 1

~and ZO is the estimate of the injection covariance matrix (including the
physical constants to be measured with tracking).

3 B 1. 16. . Combined Estimate of Deviations

g

‘For the combined estimate, the tracking estimate and the a priori estimate
~are combined as if they were statistically independent.. The estimated covariance

matrix_ Qf the combined estimate for the i-th time is

1 e o o o ]
o " . |

where (A~ WA)

i is used as the covariance matrix of the tracking estimate.
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This is correct if the weighting matrix is the inverse of the noise covariance
matrix and 8Z = 0, Otherwise it is not the best estimate, but it is used here
in order to agree with the usual practice. It must be remembered that the
logic used in the simulation should agree with the real-time logic, whether it

is optimum or not.

The combined estimate is given by

16X, 6X Pi T GXTi

Ei -1
= : + (AT WA).
§Y L L Ei ZPi §Y p, i 6¥Ti

. ; X . -
The calculation of ‘GYTI involves inverting (ATWA)i, which may be
Ti . : : ,

- 8X.... ,
. impossible. However, (ATWA)i GYTI is actually required, and it can be

calculated even if (ATWA)i cannot be ihverted. The equation is

S lsx S 6X
LT Ti| _ ., T Ai T T
(ATway, 5v ., = (AT WA), 57, + (ATWB) Z,. + (A WN),

(A WN)i is the tracking noise effect and is random with covariance matrix

(ATWMWA). where M is the covariance matrix of N.
B 1 - :

8’. Commanded Correction Velocity

The command correction velocity is calculated to minimize the Weighted
sum of the squares of the components of miss. Since there are only three
degrees of freedom at each correction time, only three components of miss
can possibly be corrected at one time. However, the velocity compdnents can
be chosben‘»_to minimize the sum of squares of more than three miss components.
At most, six components of miss will be required, since six components fully
- define the trajectory. For example, pb'sition and velocity at the nominal time

of arrival can be used as the six components of miss.
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If only three components of miss are used, the least-squares correction
will nominally reduce the miss to zero. Fewer than three components cannot

‘be used with this system.

The estimated miss before the i-th correction is

_ oM oM
Mg = 3%, i * 57, Ve

The quantity to be minimized is

| T
aM IM
‘ (MEi 2 Vi) T (ME. tswv Vi

where

diagonal weighting matrix for miss

]
T
—
od
e
"

" t, = tolerance on the j-th component of miss

The re sulting' commanded velocity is

v Myt e M) T
R 1 : bViA bVi aVi Ei

Since the wéighting matrix (T) for miss is diagonal, its effect can be taken
~ into account by dividing each miss partial by the tolerance for the corresponding
component of miss. '~ This procedure reduces the number of matrix multiplica-

tions required and therefore saves computing time.

9. Execution Errors

The errors associated'Mth executing the commanded velocity depend on the

"corhmanded correction and on the randomly selected values of the basic errors.




The equation is

" where

_ A -.<|ir_s.<

zi

__‘%<|<

8V,
i

u
O

is random.

16

-V -vzi vxl
yi Wi

V.V,

v : zi vyi
xi W,
0 w
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X, ¥, and z as subscripts indicate components along the
' coordinate axes :

Kbi bias error coefficient (velocity units)

bias velocity (autopilot) error in the @ direction

Voi =
(velocity units)
V¢i = bias velocity (autopilot) error in the @ duectmn
v (velocity units(
Kpi = proportional error coefficient (dinrensionless)
| 69i = error in orientation in x-y plane (radians)
6¢i = error in orientation out of x-y plane (radians)

The random errors can be correlated between corrections in several ways.,
A simple type of correlation is included by selecting a component of the basic

errors.that is constant for all corrections of a particular flight. The other

' component is selected for each time. The covariance matrix for the f1xed

component is Ao, and the covariance matrix for the variable component
is A Ai

The estimated covariance matrix of execution errors is used in forming

the a pnon estnna.te for the next correction time.

The equauon is

"_’EGVi = C;44 €5

whéreA. =‘e'stima‘te of A,.
i , AL

This estimate neglects any correlation between corrections.

: 10. ‘Actual Correction

The a.ctua.l correction velocity is slmply the sum of the commanded

. correcnon and the execution errors.




ﬁ 11. Actual Deviations at Time i

| » o At any time after the first correction the actual deviations are given by

f' ' X, X, >
1 FasTax g Paa Vit V)t gy it ez Zain
f; 8Yp: = 845
1
8Zp5 7 D245

 where (Yi_ 1 + 6Vi_1) is aéded to the velocity part of 6XAi-1" |

If the definitions are made. that Vo = 0 and §V = 0, then the following
general equation can be used for all cases.

X ps 8Xpi-1]

- i >
8Y ps ii-1 (| Yai1f * Vit 8V . 1EL
8Zp; 8Z ps-1

X, 23X, X,
where P, =
o o1=1 %1 %5 97,
o 1 0
o o I
e -

12, 13, 14, Gehérai Tracking Estimate

- The gexiéral tracking estimate is given by
©ofex. ] [ex,.] | o
_ Ti| _ Ai T -1, T T -1 ,,T
syl = lsy | (A WA)i (A WB)i 6ZAi + (A WA)i (A W)i Ni-l,i
Ti Ai _ » o
o This e“stima.te is not calculated separately in the simulation because the
‘matrix ATWA ‘may be singular. Iixstead. the combined estimate is calculated

- 47 since it does not require (ATWA) .
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15. General A Priori Estimate

For all correction times after the first the a priori estimate is the result

of updating the sum of the previous combined estimate and the previous com- .

‘manded correction. The equation for the i-th time is

\

P = Q "XEi-1 + V. 11
§Y . ii-1 | 8Yg; 1-1}

where
fax, aX. |
'Q. . = —1- -——1—
" ?.?-l Bxi_l in_l
R .

and it i'-afunderstood that Vi-l adds to the irelocity part of the state vector.

6Xnl ‘
- IF E0 and V. are defined to be zero, then this equation is also correct

oY 0

EO

£3

‘.for i=1L

The estimated covariance matrix of the a priori estimate for the i-th time is

o Lp; Qi1 |LEi1 Zzwi_l) Q,i-1

Since ZEO = EO and st can be defined to be zero, the equation is valid
. 0 ' , » T

"even for i = 1.
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SEQUENCE OF CALCULATIONS IN SIMULATION

Figure 2 shows a logical sequence for performing the calculations involved

‘in the simulation (exclusive of processing the data). It should be noticed that

there are two loops involved, The first loop calculates the deviations and
corrections for each correction time on a randomly selected trajectory, and

the second loop selects the trajectories.

. The input tape used is normally generated by TAPP-I and contains the
updating partials and tracking matrices. The output tape is used to store the

sample values that are used as input for the processing routine.
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FUNCTION OF THE PROCESSOR

processor is the routine used to calculate the desired statistics from

~ the sample values resulting from the simulation. Many different kinds of

~ statistics may prove useful from time to time. For this reason all of the

" sample values from the simulation that are likely to be used are currently
stored on tape, even though some of them are not now used. Thus, it probably
will not be necessary to modify the simulation output tape whenever a new

- processor is programmed. '

:inputs to the processor that are available from the tape are the

following:

Xy 8Y 82,
T 8Xp, 6Yg
V t | * - ]
‘3aM 3M M

.v, ’ »
8K ' ;" vz
v
»vi + 6vi |

current processor compiles cumulative dlstnbutmns of several

va.ria.bles of interest from the random samples generated by the simulation.

lly, distributions of the followmg variables are obtained:
Components of actua.l weighted miss before each correction,

Magmtude of actua.l ‘weighted miss before each correction.

Ma.gnitude of correctzon velocity actually ﬁred at each time.

Components of actual we1ghted final miss,

;:Magnitude of actua.l wei‘ghted final miss.

Total midcourse velocity actually fired.




EQUATIONS FOR PROCESSOR

Since miss is never calculated explicitly in the simulation, it must be

- calculated in the processor. The weighted miss before the i-th correction

is calculated from -

: l- ]  {
' M aM aM
My; © 3K, 6Xp; + o7, Yt 52, °Zai

The weighted miss after the last (N-th) correction is calculated from

M .M
AR T AN S""V +5N’

- The velocxty actually fn-ed at each time is calcula.ted by the simulation,

The magmtudes of each of the above quantities are calculated from

S

A

' | | [y T ' l/Z |
(Myn)" M N] |

- T Q172
(V; + 6V)7 (v, + 5"1’]

Vi + 8V

- The total velocity fired for any one mission is

N o
Ly lv1 + 6Vi| .
1= 1 , o

23
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\S-EQUENCE OF CALCULATIONS IN PROCESSOR

" Figure 3 shows a sequence for making the calculations in the procéssor.
This is not necessarily the exact way that the program operates, but it is
equivalent. o ' |

‘The processdr operation may be considered in two parts., First, the
variables of interest are calculated from the data supplied by the simulation.
These variables are misses and midcourse velocities in the current processor.

Second, the desued statistics are calculated. Cumulatlve dlstnbutmns are

currently used.

_ ‘ The results of the first phase of proéessing are stored on a tape which is
then read back as the input to the second phase. With the current method of
processing this tape is read only once with no rewinding (an obvious advantage

: over rewinding), This is made possible by keeping track of the maximum and

'mimxnum values of each variable as it is calculated instead of searching the

'tape at the end.




START
PROCESSING PRINT
INPUT ;E':P ":M' M’ COUNTY FOR
TAPE A’ dYir 8Zi DISTRIBUTIONS
FOR ALL i '
FORM
INTERVALS
INPUT READ IN
TAPE N, R —
NO
SET k TO ZERO
STORE RESULTS
FOR k-th CYCLE
ON TAPE
: " ADD 1 1Ok -}
CHECK FOR
MAXIMA AND
MINIMA
L o f
INPUT o By, B2,
TAPE | V,+ 8V, FORk CALFULATE
' ’ M 4F
" CALCULATE
SET 1 TO ZERO Miar
ADD 1701
CALCULATE :20 ) lv : *avs lv
M RAM]
CALCULATE CALCULAT
. IM‘Mr i+ 8,

R

‘ Figure 3. Processor Calculation Sequence |
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INPUTS REQUIRED

Inputs Required by TAPP-II

Part of the inputs to TAPP-Il are made by hand, and the remaining inputs

' are normally obtained from TAPP-I. Additional manual inputs to TAPP-I are

also required in order to generate the data required by TAPP-II.

Manual Inputs to TAPP-I1I

The injection and execution covariance matrices are manual inputs. These

are:

M.
o .
1

the actual injection covariance matrix

the estimated injection covariance matrix

™.
]

the actual covariance matrix of the independent
B portlon of the execution errors

s,
n

A, = the estimated covariance matrix of the mdependent
: poruon of the executzon errors

the actual covariance matrix of the correlated (bxas)
_portzon of the execution errors

ll‘

Several numbers necessary for bookkeepmg purposes are also required.

These are:

. ,l_., The fmmber of measured phys‘ieal c-enstants
2 The ‘humber' of unmeasured physicall constants
'3. | The ﬁﬁmber of ’correction times (N)
4. The number of random cycles (R)
.5. ‘The nurﬁber of levels to be used in the cumulative distributions

.The tolerances (tj) on the miss are also required.




- Additional Inputs to TAPP-I

The following iriputs to TAPP-] are required in addition to the ihputs

‘ required for a normal TAPP-I run:

I

o2

The midcourse correction times

The physical constants to be considered, with the measured constants

first and the unmeasured constants second.

3.

" The components of miss to be considered.

Inputs to TAPP-II from TAPP-I

. The updating‘and tracking accuracy data are supphed by TAPP- I These

' jare the followmg

‘ l. Updatmg partlals - e
X, COX, dX;
i1 0 % 9%
& 2. Normal matrix for times t,

-
(4" wa),

. mcludmg the effects of orbit parameters and the estunated physical constants.

3. Matnx to account for effects of phys1ca1 constants not estlmated
(ATWB)i :
-4, ‘ Partxals of m;ss wzth respect to orb1t parameters and all physmal _

: consta.nts considered at t

M dM M
- ?¥X, oYy °Z

i




ﬁ 5. Actual tracking noise effect covariance matrix

aTwmwa),

| These values are supplied to TAPP-I on tape.
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MODES OF OPERATION

Because of the large amount of storage needed for the TAPP-II simulation
it will be necessary to write much of the information on tape. While the use of
tapes may appear to be a disadvantage, it allows at least three distinct modes
of operation, which can be used to reduce computing time when thoroughly

investigating a particular trajectory.
MODE 1:

The normal operating sequence for the Monte Carlo simulation is the
" following: | 4

1. The TAPP-Iprogram is read into core. It calculates all of the partial
derivatives needed to run the simulation and to process the data and writes them
on tape. ' ’

'Z.-' : The s1mu1at10n program and the part1a1 tape are read into core. This
destroys the TAPP-I program. The simulation calculates for the desired

number of cycles and writes the raw data on tape

3. . The processor program is read into core. This destroys the simulation
program, but all of the partials are saved. The processor then calculates the

dea1red outputs from the raw data tape.

All of these steps are done automatlca.lly in the normal (ﬁrst run) case,

but the tapes containing the paruals and the raw data can be saved for re-runs.

MODE 2:

' Re-runs can be made with the same partials by simply starting with Step 2.
This saves the time required to calculate the partials when tyh.ings other than

the trajectory, correction times, or variables considered are changed.

" MODE 3:

I only the method of processing the data is changed, the calculations can

begin at Step 3 with the addition of reading in the part1a1 tape, smce the pa.rtlals

will not already be in core for thzs case.

-
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LA third t);pe of re-run is the calculation of a new type' of miss from

previously obtained raw.data. For this re-run it is necessary to calculate

the required partials with TAPP-1. Since two different kinds of miss can

normally be specified, this third type of re-run would be required only if a

~ third type of miss were needed. Since the probability of needing distributions

"of three types of miss is low, this type of calculation is not included as a

separate mode. - If such a result is actually necessary, it may be obtained by

running twice in Mode 1.
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